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1 Week 9 - Notes: Driven Oscillations

We have seen that oscillators that have only a potential energy term will oscillate forever — energy
is conserved. While the oscillations can take any shape, they are periodic.

Damped oscillators dissipate energy, and so the oscillations will eventually die out. With the damped
harmonic oscillator, the oscillations are still periodic, but the amplitude decreases over time. For
that model,

i+ 2Bi +wir =0
we found that the relative strengths of 5 and wy determined the type of oscillation. But the motion
always died out because the damping removed energy from the system.
What if we kept putting energy into the system?

We can replenish the energy that is lost to damping by adding a driving force. These are driven
oscillators, sometimes called forced oscillators. The driving force is a time dependent force that is
added to the system.

:::{admonition} Time Dependent Force Not Periodic :class : tip

Here we used time dependent force to mean a force that depends on nearly any function of time
F(t). The force does not have to be perdiodic, but it can be.

Systems can be given a kick or pulse of energy (which we might model with a delta function or a
step function, or they can be driven by a periodic force.

For most of our examples, we will use a periodic driving force. ::

1.1 Driving the Oscillator
For the damped harmonic oscillator, we had

mi + bz + kx =0
Now we will add a driving force F(¢) to the system, so that the equation of motion becomes
mi + bt + kx = F(t)

We can represent that setup in the picture below. The blue spring with spring constant k is attached
to a red mass m. There is a dashpot (damping) in green with damping constant b = 23. The driving
force F(t) is shown in black and called “driver”.


https://en.wikipedia.org/wiki/Delta_function
https://en.wikipedia.org/wiki/Heaviside_step_function

b & “daskpa-}”

/v///// K "dewer A

We write that differential equation as:

~
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i+ 203 +wix = F(t)/m = f(t)

where w3 = k/m and 28 = b/m. The function f(¢) is the driving force per unit mass.
Note that this differential equation remains linear.

Why? Because the “operations” on x(t) are linear.

1.2 Linearity of Differential Equations

A linear differential equation has many nice properties. In particular, the superposition of solutions
and the uniqueness of solutions. So it is worth knowing when you have one.

d
Claim: T is a linear operator.

What is an operator? It is simply a function that takes a function as an input and returns another
function as an output. The derivative is a function that takes a function and returns another
function, namely the slope of the tangent line to the original function everywhere it is defined and
differentiable.

d
Let’s prove that 7 is a linear operator.

Let z(t) = z1(t) + z2(t), where z1(¢) and x2(t) are two functions. Then

dx(t) d dzxi(t) = dxza(t)
g = ap ) () = ;t + ;t

d
We can distribute the derivative across the sum of the two functions. Thus T is a linear operator.

2
This also suggests that constants and other simple derivatives are linear operators (e.g., e and
d3
ﬁ) And because of the distributive property, any linear sum of linear operators is also a linear
tor ( & + d)
operator (e.g., — + —).
P & a2 T at

We can write the diffferential equation for the driven oscillator as



d?x(t)
dt?

dx(t
+ 28 di) + wiz(t) = f(1).
We group the terms of the left hand side into a single operator, D, so that

2
Dx(t) = (5;52 - 25% - wg) x(t) = f(t)

The operator D is a linear differential operator. This compact notation expresses the linearity of
the differential equation.

1.2.1 Effect of a Linear Operator on our Solutions

Because D is a linear operator, we can distribute it. This results in our finding a linear combination
of solutions to the differential equation. This is built up quite easily in three steps.

1. We can allow the operator to act on a function scaled by a scalar constant a:

D (ax(t)) = aDx(t)

2. We can allow the operator to act on a sum of functions:

D (:El(t) + :Ez(t)) = D$1(t) + ng(t)

3. We can allow the operator to act on a linear combination of functions:

D (az1(t) + bxa(t)) = aDxy(t) 4+ bDxa(t)

This is the superposition principle in action. But we have to be careful when we apply it. For
example, when,

we must first solve the homogeneous equation, Dz(t) = 0.

1.3 Homogeneous and Particular Solutions

The damped driven oscillator is a linear differential equation. But that means that any solution to
the equation where the driving force is zero is a solution to the equation where the driving force is
non-zero. And, thus must be added to the solution of the non-homogeneous equation.

Let’s use the language of differential operators to express this. We want to solve:



where D is a linear differential operator. But any solution to the homogeneous equation, Dxy(t) = 0,
is a solution to the non-homogeneous equation.

We use the notation xj(t) to denote the solution to the homogeneous equation.

So let’s use the superposition principle to write the solution to the non-homogeneous equation as a
sum of two parts:

w(t) = xp(t) + p(t)

where x,(t) is a particular solution to the non-homogeneous equation. We will get to the name of
Zp(t) in a moment. Let’s the focus on the mathematical properties of the solution for a moment.

Dx(t) = Dap(t) +Dxp(t) = f(t)
0

With the homogeneous solution, Dz, (t) = 0, we have

Day(t) = f(t)
That is what defines the particular solution. In our case, that it is specific to the driving force f(t)
we have chosen.

Summary: When solving Dz(t) = f(t), the solution is the sum of the homogeneous solution zy,(t)
and a particular solution x,(t). We typically solve the homogeneous equation Dxp(t) = 0 first.

The solutions xp(t) satisfies the unknowns set by the initial conditions. The particular solution
zp(t) is a solution to the non-homogeneous equation Dz, (t) = f(t), so it will not depend on the
initial conditions, how it is particular to the driving force f(t).

1.4 Example: Sinusoidal Driving Force

Let’s consider a sinusoidal driving force. We will use the following notation for the driving force:

F(t) = focos(wt)

where fj is the amplitude of the driving force and w is the angular frequency of the driving force.
Note that w is not necessarily the same as wy.

So we can write the differential equation for the driven oscillator as

Dx(t) = focos(wt)

where D is the linear differential operator

d2

D=—
dt?

d



Note that if instead f(t) = fosin(wt), then we would have

Dy(t) = fosin(wt)

where y(t) is the solution to the differential equation with a sine driving force and D is the same
linear differential operator. Writing both the x(t) of y(¢) differential equations out, we have

&+ 2B + wir = fo cos(wt)
i+ 289 + wiy = fosin(wt)

1.4.1 Two Birds, One Stone

We can cleverly combine these two equations into a singlle differential equation by using complex
numbers.

z(t) = x(t) +iy(t).

We can similarly write f(¢) as a complex sum:

f(t) = focos(wt) +ifosin(wt) = foe't.
Now because of linearity, we can write the differential equation for z(t) as
Dz(t) = foe™t.
Written out, we have
Z428%+ w%z = foe™t.

1.4.2 Particular Solution

We note the particular solution depends on the driving force. We can try one that follows the
complex exponential form of the driving force.

2p(t) = Ce™!

where C' is a complex constant. We can find C' by substituting z,(t) into the differential equation.

Zp 4+ 2B%p + w(z]zp = fgem

(_UJQ + QBZW “I—(JJ(Q)) Ceiwt — foeiwt

We can cancel the e®! terms on both sides of the equation, and we are left with



(—w? +2Biw + wi) C = fo.

We can solve for C:

fo

C= .
wg — w? + 2fiw

We found C' and it is fully determined. But it is a complex number. Ultimately, we want a real
valued solution, but we remember that

And we can write the coefficient C' as a magnitude A and a phase ¢:

C = Ae ™

1.4.3 Writing the Complex Amplitude
Let’s find that form of C.

A2 =ccr
42 Jo Jo
wi — w? +2Biw ) \wd — w? — 2Biw
A2 — fg

(wd — w2)2 + 43202

So the amplitude of the particular solution is

Jo

A= .
Vg —u2)? + a2

We can find the phase by looking at C' = Ae~%:

C=—yd0 e
wy — w? + 2Piw

foe® = A (wg — w4 2Biw)

Note that both fy and A are real numbers, so the complex phase of § is determined by the complex
number on the right side of the equation.

That is, the phase of the e~? term and the phase of the complex number (w% — w24+ 25@'(,0) are the
same. So we can write ratio of their imaginary and real parts as,



tan(0) = 22ﬁw

w§ — w?
2
0 = arctan (QBw2>

Again, this number is fully determined without initial conditions.

1.4.4 Back to the Particular Solution

We proposed a solution z,(t) = Ce™!, where C is a complex constant. This became

Zp(t) _ Aefiéeiwt _ Aei(wtfé)

where A is a real number and ¢ is a real number. Note we can write the particular solutions for
both z(t) and y(t) as

zp(t) = Re (zp(t)) = Acos(wt — 0)
Yp(t) = Im (zp(t)) = Asin(wt — 0)

1.4.5 General Solution

The proposed general solution was

2(t) = xn(t) + 2p(t)

And for our sinusoidal driving force, we have found the particular solution, so that we can write:

x(t) = zp(t) + Acos(wt — 0)

where xp,(t) is the solution to the homogeneous equation, Dxy(t) = 0.

We propose a solution form for z5,(¢) that is a linear combination of two exponential functions (as
we did before):

.%'h(t) = Cle)‘lt -+ Cge/\Qt.

These are solutions to the damped oscillator, and we refer to them as the “transient” solutions.
They are transient because they die out over time due to damping.

For a weakly damped system, 32 < w%, which is the case that is most interesting to us, we can write
the solution as,

z(t) = Acos(wt — 8) + Aye P cos(wit — &)

where Ay, is the amplitude of the transient solution, wy = /w3 — 32 is the damped frequency (per
usual), and dy, is the phase of the transient solution.



1.5 Resonance and Tuning

A curious thing about the long term behavior (after the transients die out) is that we can observe
large amplitudes at particular choices of driving. Consider the long term (stady state) solution to
the driven damped harmonic oscillator:

Tiongterm (t) = A cos(wt — )

where,

15 '
(wg — w2)2 + 43202

A2 =

Let’s allow (3 to be small so that 45%w? is small. If we focus on the denominator, we can see that
the amplitude will be small when w is far from wy. But if we choose w to be close to wg, then the
denominator will be small, and the amplitude will be large.

The second result is a resonance effect. The system will resonate at a particular frequency, wp, and
the amplitude of the oscillations will be large. Below is a sketch of the response of a driven damped
harmonic oscillator to a sinusoidal driving force. The amplitude of the oscillations is plotted as a

function of the driving frequency w.
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1.5.1 Achieving Resonance

There’s two ways that we can approach this. Let’s focus on the denominator of the amplitude
equation:

(w§ — w2)2 + 43%w?


https://en.wikipedia.org/wiki/Resonance

When that denominator is small, the amplitude will be large. There’s two ways to make the
denominator small.

Case 1: Tune the wy (the natural frequency of the system) to be close to w (the driving frequency).
This is how a car radio works. You change the resistance of the radio circuit to change the natural
frequency of the radio circuit. You can then tune the radio to a particular station that is broadcasting
at a particular frequency. This gives an amplified signal,

When wy = w, then the denominator is equal to 452(,03. The amplitude is

__fo
N 25(.00‘

Case 2: Tune the driver (w) to be close to wy.

Because we are adjusting the driver, we are seeking the driving frequency that minizes the denom-
inator. We can do this by setting the derivative of the denominator with respect to w to zero.

— ((wg — w2)2 + 4ﬁ2w2> =0
2 (w§ — w?) (—2w) +8B%w =0
—4w8w + 4w +83%w =0
4w (w2 — Wi+ 2B2) =0
w=0 or wWwowi426%=0

Thie first solution is when there is no driver. But the second, wo, is the frequency that minimizes
the denominator. We can write that as

wy = y/wi — 232

We can a strong response when w(z) > 262 or when ws & wy.



